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Abstract
Pattern recognition of bankrupt or non-bankrupt enterprises may not only extend or confirm the knowl-
edge in economics, but also deliver to experts, from the standpoint of the decision support, a view of 
the economic and financial situation of the audited enterprise. Therefore, it may be an effective tool 
for early warning of the bankruptcy risk of the enterprise. Such a tool is especially important for small 
and medium enterprises (SMEs) in the underdeveloped regions. The research described in the paper is 
intended for generation and visualization of the state of SMEs in the Podkarpacie region on the basis 
of information included in financial reports. A self-organizing map (SOM), often called the Kohonen 
net, has been used in the unsupervised modelling mode. Results of research show a high potential of the 
method to the stated objectives and the simplicity of the representation of knowledge transferred to 
entrepreneurs and financial analysts.
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Introduction

The economic development of highly developed countries is shaped mainly by small and medium 
enterprises, called further SMEs . It can simply be asserted that they employ up to 250 persons . 1 
SMEs represent 99 .8% of the enterprises operating in the European Union (EU) in the non-finan-
cial sector . They provide the workplace for more than 67% of all the people employed in the private 
sector (Schmiemann 2008) . In each case, their bankruptcy poses a very high risk of unemployment 
in the area of their operation, especially in the less urbanized areas . Such areas include regions in 
Poland on the eastern border of EU, among others, the Podkarpacie region . Therefore, searching 
for efficient methods of assessment of their states is of great importance not only for us but also it 
fulfils an important social function .

1 Objectives and scope of the research

Generally, the goal of modelling the economic and financial situation of SMEs is prediction of their 
bankruptcy . One of the possible approaches to solve this problem is an attempt to discover pat-
terns adequate for the assumptions of classification, mainly for the number and type of predefined 
classes . Reports in the literature in this area often show that machine learning methods, especially 
neural networks, are more effective than conventional statistical techniques (Lee, Booth, and 
Alam 2005; López-Iturriaga and Sanz 2014; Paliwal and Kumar 2009; Tseng and Hu 2010) . Be-
cause of this advantage, as well as because of clear visualization of clustering results, we have used 

1. In Poland, criteria of classification of enterprises according to their size are defined by the Economic Freedom Act.
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self-organizing maps (SOMs), often called the Kohonen nets or Kohonen maps (Kohonen 1982), to 
discover hidden patterns of states of cases included in a database .

In statistical terms, SOMs belong to the group of non-parametric methods . They do not require 
assumptions about the parameters of the probability distribution of the input attributes . In ad-
dition to good clustering capabilities, they visualize at the plane, in the intuitive way, the spatial 
organization of the clusters obtained . An important feature of this projection is the topological 
neighbourhood taking into account the similarity of the patterns obtained . The goal of the con-
ducted research is to discover and visualize patterns hidden in a database consisting of informa-
tion about small and medium commercial enterprises from Podkarpackie Voivodship as well as to 
present them in the form useful in the business decision support processes .

2 Description of the research

2.1 The SME database

The raw database consists of 3544 cases — i .e ., descriptions of enterprises of different legal status 
and economic activities, with the following distribution: 3501 non-bankrupt enterprises, 27 in-
liquidation enterprises, and 16 bankrupt enterprises . Each case is described by means of 32 at-
tributes (economic and financial indicators) . The data come from the years 2000 to 2007 .

In order to obtain a balanced data set, the whole number of cases has been reduced to 88 
and the number of non-bankrupts to 45 using stratified sampling . The number of in-liquidation 
and bankrupt cases remained unchanged . According to the number of cases in the reduced data 
set, a number of descriptive attributes had to be significantly reduced too . The space of possible 
combinations of attributes has been searched by means of the genetic algorithm (Goldberg 1989), 
where a fitness function for a given subset was the accuracy of classification of a generalized re-
gression neural network (GRNN) (Patterson 1996) applied for this subset . Finally, each object was 
described using five attributes, namely: Share of inventories in overall assets (SIOA), Cost level 
indicator (CLIR), Labor productivity (LAPR), Rate of sale change (RSCH), and Rate of employ-
ment change (RECH) (Kowerski 2006; Kowerski 2008; Nowak 2006) .

2.2 Description of the method
The experiment has been performed using a self-organizing map (Kohonen net, Kohonen map) . 
The architecture of the net for the 5-dimensional input space and the 2-dimensional map consist-
ing of 16 neurons is shown in figure 1 .

The net has been trained in the unsupervised mode using the Kohonen algorithm belonging 
to the group of WTM (Winner Takes Most) based algorithms (Haykin 1994) . In the first step, 
responses of all neurons are calculated for given inputs and the winning neuron (the neuron with 
the highest output value) is selected . In the second step, the weights for the winning neuron and 
its neighbourhood are modified according to

Fig. 1. The architecture of SOM used in the experiment
input vector X weight vector W output vector Y

Kohonen map
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(1) Wi(t+ 1) =Wi(t) + η(t)G(i, x)[X(t)−Wi(t)],

where:
Wi is the weight vector of the i-th neuron,
X is the input vector,
t is the step index,
𝜂 is the learning rate,
G(i,x ) is the neighborhood function determined as in

(2) G(i, x) =

{
1 for d(i, x) ≤ r

0 otherwise
,

where r is a neighborhood radius and d(i,x ) denotes the Euclidean distance between weights of 
the i-th neuron and the winning neuron for the input x .

A change of weight vectors W of the winning neuron, as well as neurons from the neighborhood, 
causes the neurons to be more similar, in the sense of the vector similarity, to the input case . 
It means that, in the next epoch, these neurons react to this input vector X by the greater output .

To build a model, we have used Statistica 7 .1 . The following parameters have been set:
•the size of the Kohonen net: 4×4
•the learning rates and neighborhood radii

 – phase I (100 epochs): 𝜂max = 0,1 and 𝜂min = 0,02, Rmax = 3 and Rmin = 1
 – phase II (1000 epochs): 𝜂max = 0,1 and 𝜂min = 0,01, Rmax = 0 and Rmin = 0

•random initialization of weights (according to the Gauss distribution) from the interval (0; 1) . 2
Due to the assumption that obtained patterns are interpreted in the space of descriptive attri-

butes (economic and financial indicators), the input vectors X were not normalized .

3 Results

Experiments performed according to the presented methodology enabled us to distinguish, on 
the map, 16 patterns existing in the available database (see section 2 .1) . Performing the test for 
all cases in the available database, we have determined the incidence of particular categories of 
cases (non-bankrupt, in-liquidation, bankrupt) . The maps obtained for each category are shown 
in figure 2 .

2. [In the journal (in both Polish and English texts) European practice of number notation is followed — for 
example, 36 333,33 (European style) = 36 333.33 (Canadian style) = 36,333.33 (US and British style). Furthermo-
re in the International System of Units (SI units), fixed spaces rather than commas are used to mark off groups of 
three digits, both to the left and to the right of the decimal point. — Ed.]
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Fig. 2. The incidence of particular categories of cases: A—non-bankrupt, B—in-liquidation, C—bankrupt on the 
Kohonen map
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In further considerations, in view of the similarity of topological maps (figures 2B and 2C ), 
categories in-liquidation and bankrupt were not distinguished . For the sake of the convention used 
by most researchers in the field of economy, both categories were covered by the common name 
bankrupt . The Kohonen map after this change is shown in figure 3 .

Such a defined clustering process, with the notable presence of outliers, probably unusual, or 
corrupted data (clusters 0, 2, and 3) is characterized by classification statistics, calculated for the 
whole available database, shown in table 1 .

Each neuron of the Kohonen map (with numbers n = 0,  . . ., 15) is characterized by its weight 
vector Wn that is a pattern (prototype) of all cases recognized by it . Recognition is expressed by 
the greatest output value of the neuron for the input vector (attribute values describing the case) .

With the help of this model, we can separate 13 patterns (described by Wn) belonging to two 
categories of enterprises: non-bankrupt and bankrupt . For the non-bankrupt category, the most 
common pattern is the pattern represented by cluster 1, whereas, for the bankrupt category, the 
pattern represented by cluster 15 . To emphasize differences between patterns, all patterns are 
shown together on the bar graph (fig . 4) . Due to domination of the attribute Share of inventories 
in overall assets (SIOA) over the remaining attributes, a similar graph, only for the remaining at-
tributes, is shown in figure 5 .

Tab. 1. Classification statistics of the model

Cases
Non-bankrupt Bankrupt

n % n %
Correctly classified 2209 62,33 31 72,09
Incorrectly classified 815 23,00 8 18,60
Unknown 520 14,67 4 9,30

All 3544 100,00 43 100,00

Fig. 4. Vectors of pattern features, where: RECH — Rate of employment change, RSCH — Rate of sale change, 
LAPR — Labor productivity, CLIR — Cost level indicator, and SIOA — Share of inventories in overall assets
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Fig. 3. The incidence of categories of cases: non-bankrupt and bankrupt on the Kohonen map
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4 Discussion

The generated SOM model has been tested on the available database . In fact, with a limited num-
ber of cases belonging to the bankrupt category, the test was practically resubstitution (Burda 
and Hippe 2010; Reich and Barai 1999) . Despite these limitations, the classification error, equal 
to 18,6% for the bankrupt category and 23% for the non-bankrupt category, enables us to accept 
the model as reliable .

The results of the experiment allow us to separate 6 patterns of SMEs of the bankrupt category 
and 7 patterns of SMEs of the non-bankrupt category . Within each of these categories, there are 
the majority patterns . Pattern 1 represents 22% of the total number of cases of the bankrupt cat-
egory, whereas pattern 15 represents as many as 26% of cases of the non-bankrupt category . Differ-
ences between them shown in Figures 4 and 5 are statistically insignificant for the attribute Labor 
productivity (LAPR), but dominant for Share of inventories in overall assets (SIOA) . Enterprises of 
the bankrupt category, unlike the non-bankrupt category, have additionally smaller values of Cost 
level indicator (CLIR), Rate of sale change (RSCH), and Rate of employment change (RECH) . The 
last ones take negative values .

Conclusions

Our research shows that, within the available database, small and medium enterprises (in-liquida-
tion or bankrupt) are located in the same region of the Kohonen map . It means that these cases do 
not show significant differences in applied 5-dimensional space of descriptive attributes . It enables 
us to carefully state that, in the current and further research, both categories can be joined in one 
category — i .e ., bankrupt, without exposing us to a large loss of classification accuracy . The results 
of the performed experiment enable us to separate and describe the patterns of SMEs that can be 
classified to the bankrupt category or to the non-bankrupt category . Dynamic recognition of these 
patterns, provided in the next stage of our research, will probably enable us to discover bankruptcy 
or survival scenarios of small and medium commercial enterprises in the Podkarpacie region .
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